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Abstract— Sensory feedback from body-powered and
myoelectric prostheses are limited, but in different ways.
Currently, there are no empirical studies on how inciden-
tal feedback differs between body-powered and myoelec-
tric prostheses, or how these differences impact grasping.
Thus, the purpose of this study was to quantify differ-
ences in grasping performance between body-powered and
myoelectric prosthesis users when presented with different
forms of feedback.Nine adults with upper limb loss and nine
without (acting as controls) completed two tasks in a virtual
environment. In the first task, participants used visual,
vibration, or force feedback to assist in matching target
grasp apertures. In the second task, participants used either
visual or force feedback to identify the stiffness of a virtual
object. Participants using either prosthesis type improved
their accuracy and reduced their variability compared to
the no feedback condition when provided with any form of
feedback (p < 0.001). However, participants using body-
powered prostheses were significantly more accurate and
less variable at matching grasp apertures than those using
myoelectric prostheses across all feedback conditions.
When identifying stiffness, body-powered prosthesis users
were more accurate using force feedback (64% compared to
myoelectric users’ 39%) while myoelectric users were more
accurate using visual feedback (65% compared to body-
powered users’ 53%). This study supports previous findings
that body-powered prosthesis users receive limited force
and proprioceptive feedback, while myoelectric prosthesis
users receive almost no force or proprioceptive feedback
from their device. This work can inform future supplemental
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feedback that enhances rather than reproduces existing
incidental feedback.

Index Terms— Feedback, human-machine interaction,
prosthesis, sensing.

I. INTRODUCTION

ANALOGUES to the mechanoceptors and proprioceptors
of the natural hand do not exist in conventional body-

powered or myoelectric prostheses. This denies prosthesis
users access to the reliable sensory feedback and subconscious
feedback processing available to an anatomical limb when
they perform tasks with their device. Thus prosthesis users
must grasp and manipulate objects without the benefit of the
reliable, native sensory feedback and subconscious feedback
processing that usually guides such tasks [1], [2]. While
native sensory feedback from the anatomical limb is absent,
prosthesis users still have access to natural cues from their
prosthesis. This incidental feedback includes visual, auditory,
and socket-transmitted loads or vibrations [3]–[5]. However
the relative availability and utility of incidental feedback
between body-powered and myoelectric prosthesis users has
only been characterized through anecdotal evidence [6].

The feedback available from a body-powered or myoelectric
prosthesis is determined, in part, by each device’s respective
means of control and actuation. Body-powered prostheses are
actuated by a Bowden cable that ties movements of the scapula
to opening or closing movements of a terminal device. This
direct connection between shoulder and prosthesis movement
provides users with a sense of prosthesis configuration, also
called extended physiological proprioception (EPP). EPP is
thought to support the process by which a prosthesis becomes
an extension of the user’s body [3]. EPP is most effective
in a system that couples user motion to prosthesis motion
with limited friction or slack, such as the Bowden cable [7].
Evidence also suggests that prosthesis users can use tension
in the Bowden cable to detect resistance forces when grasp-
ing an object with the prosthetic end effector, though this
has only been demonstrated in healthy individuals using a
voluntary-close body-powered prosthetic emulator [4], [8]. In
contrast, myoelectric prostheses are driven by a motor that is
controlled by electromyographic (EMG) signals detected from
the residual limb. For most myoelectric devices, the magnitude
of the EMG signal maps proportionally to the speed of
terminal device movement. Incidental feedback from myoelec-
tric devices includes motor sounds and vibrations or forces
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transmitted through the socket [3], [5]. A sense of contraction
or effort from the residual muscles that generate EMG signals
can also be considered incidental feedback, though the rela-
tionship between effort and motion may not be as predictable
in myoelectric devices compared to body-powered devices.
All of these signals can be used to guide control actions,
or be used to internalize the mapping from muscle activation
to movement speed and thereby establish predictive control
over the device [5], [9]. While some commercially available
myoelectric devices have built-in force sensors to prevent a
held object from dropping or slipping (e.g. i-Limb, bebionic),
such inner loop control actions or grasping force information
are not explicitly relayed back to the user.

To address the lack of native sensory feedback from either
type of modern prosthesis, researchers have developed vari-
ous means for providing prosthesis users with supplemental
feedback, which describes any artificial exteroception or pro-
prioception provided to an individual. Specifically, researchers
have studied how the addition of supplemental feedback can
improve accuracy for prosthesis users in grasping and manip-
ulation tasks. The most common method for delivering infor-
mation about grasp aperture or grip force is through sensory
substitution [10], wherein sensory qualities are encoded into a
signal that is delivered through an alternate feedback modality.
The feedback modalities used in sensory substitution for
grasp aperture and grip force predominantly include electro-
tactile [11], [12], vibrotactile [13]–[18], audio [18], [19], and
visual feedback [13], [17]. When sensory substitution was used
to provide feedback regarding the pose of a virtual or emulated
prosthesis, individuals more accurately modulated their EMG
levels [16], moved their hand into a target pose [19], [20], and
differentiated object sizes [21] compared to conditions without
additional sensory feedback. Providing grip force feedback to
participants allowed them to more accurately modulate grip
force [13] and identify object stiffnesses [4], [21], and more
quickly detect and stop objects from slipping [22], compared
to when no feedback was given. However, there exist examples
of feedback modality combinations performing more poorly
than individual modalities [16] or feedback modalities provid-
ing limited benefit for certain tasks [21]. Thus it is critical to
study the contexts under which sensory substitution should be
implemented in a prosthesis.

The development of effective supplemental feedback in
prosthetic devices is also dependent on quantifying the
incidental feedback already available to users of commer-
cially available prostheses. By quantifying incidental feedback,
it may be possible to establish a baseline for the infor-
mation that prosthesis users receive. Supplemental feedback
can then be applied to augment, rather than conflict with,
the existing feedback. The utility of incidental feedback has
been characterized through myoelectric control experiments,
however these studies involved either individuals without
limb loss using a prosthetic emulator [5], [14] or individuals
with amputation using equipment provided by the study [9].
In fact, a recent literature review found that no studies of
prosthetic sensation measured the performance of individuals
with limb loss using their own device [10]. These findings are
valuable for providing comparisons across feedback modalities

and sensory substitution methods, but it may be difficult to
generalize these findings to a population of prosthesis users
who have more experience with their devices. Additionally,
it is important to evaluate feedback in contexts that will be
relevant to prosthesis users. Many studies have highlighted the
importance of stiffness and force identification in manipulation
tasks [21], [23]–[25], as these skills address the concerns
of an individual crushing or dropping an object with their
prosthesis. Pose matching tasks are also relevant, though less
common [16], [20], as they quantify a prosthesis users’ ability
to match their hand aperture to the size of the object to
initiate a grasp. While force feedback is typically delivered
continuously [21], [23]–[25], hand aperture can be delivered
either continuously [16], [17], [20], [21] or discretely [9], [26],
with discrete methods typically denoting the contact events for
grasping or releasing an object. Together, the context of a task
and the type of prosthesis an individual is using may affect
the utility of the feedback being delivered, or how available a
particular feedback modality is to the user at all.

The purpose of this study was to quantify the utility of
incidental feedback in the context of grasping and manipula-
tion tasks performed by persons using their own body-powered
or myoelectric prostheses. Throughout the study, participants
interacted with a haptic device that could simulate physical
objects. The study consisted of a grasp aperture matching
task [8] in which we rendered force, vibration, or visual feed-
back at two levels to represent discrete contact events at the
boundaries of a virtual object, and a stiffness identification task
in which we provided graded force or visual feedback to sim-
ulate the properties of a physical object. We hypothesized that
when participants attempt to match a target aperture using dis-
crete contact events, performance would be consistent across
feedback modalities (visual, vibration, or force) and be higher
for body-powered prosthesis users than myoelectric users,
on average. We expect these differences in performance to
be greatest when force feedback was provided, because force
feedback is purportedly less available through myoelectric than
body-powered prostheses. Similarly, we expected myoelectric
users would be less accurate compared to body-powered users
at stiffness identification when presented with continuous
force feedback but similarly accurate when presented with
continuous visual feedback. We also recruited persons without
limb loss to participate, to provide a performance baseline.

II. METHODS

A. Participants

Nine adults with unilateral, transradial amputation (4F/5M,
age 48.0 ± 16.2 years) and nine age- and sex-matched
controls without amputation (4F/5M, age 44.7 ± 14.7 years)
participated (Table I). Participants were recruited through an
online database (umclinicalstudies.org) and through prosthetist
referral. Potential participants were excluded if they were
18 or younger, had any history of neurological disorders or
orthopedic conditions affecting their upper limbs (excluding
the residual limb of participants with amputation), or if they
had any significant self-reported visual or hearing impairments
that would prevent them from completing the study protocol.
All participants provided their written informed consent prior
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TABLE I
PARTICIPANT DETAILS

to participation in this study whose protocol was approved
by the University of Michigan’s Medical School Institutional
Review Board.

B. Experimental Protocol

All participants completed two experiments designed to
assess different components of grasping. The first assessed
each participant’s ability to match a target grasp aperture,
while the second assessed their ability to distinguish object
stiffness. In both experiments, participants interacted with
a custom device [8] that was designed to provide force
and vibration through two motorized hand guides. The two
experiments were performed either on different days, or on
the same day with an extended break between, depending on
participant schedule and fatigue. Each experiment took about
one hour to complete per limb. Participants with amputation
used their own prostheses. Three participants used body-
powered prostheses, three used myoelectric prostheses, and
two used both devices (Table I). Prosthesis users completed
each experimental protocol with their intact hand and with
the terminal device of their prosthesis or prostheses.

1) Grasp Aperture Matching: Participants placed their hand
or prosthesis’s terminal device into the two hand guides
(Fig. 1A). Seat height and arm rest height were then adjusted
to support the weight of the arm and ensure a comfortable
hand posture. A shroud was placed over the device during
the experiment to prevent the participant from seeing their
hand (Fig. 1B). For individuals using a prosthesis, researchers
notified participants to re-position their prosthesis if it slipped
out of the device.

Participants were instructed to match the aperture of their
hand to a target aperture shown on a computer monitor
(Fig 1B). These targets consisted of small (5 mm), medium
(11 mm), and large (17 mm) grasp apertures, presented in
random order. The experimental device provided a stimulus if
participants closed their grasp narrower than the target. This
stimulus was removed if the participants then returned their
grasp to be wider than the target. Participants were instructed
to find the threshold where feedback switched on/off and to
hold their hand position until the task timed out at 7 s. Targets
shown on screen were matched one-to-one with the physical
distances participants needed to match using the hand guides.

Fig. 1. Haptic object device setup. A) Participants placed their thumb and
other four fingers, or the two ends of their terminal device, in either hand
guide. Hand guides were attached to linear actuators which provided
force and vibration feedback. Encoders relayed the hand guide position
to the computer in real time. B) Participants were seated in front of a
computer monitor that provided trial start cues, end cues, and visual
feedback. A shroud (shown with increased transparency in this image)
covered the device and the participant’s hand during all trials.

The binary ‘too narrow’ or ‘too wide’ feedback was chosen
to allow direct comparison of the different forms of incidental
feedback.

Participants completed the aperture matching task under
five conditions. These included a visual condition, a vibration
condition, a low level force condition, a high level force condi-
tion, and a no feedback condition. These feedback modalities
were chosen to represent the incidental feedback commonly
available to individuals, such as visual and force feedback, and
one of the most prevalent modalities for sensory substitution,
vibrotactile feedback [10]. In the visual feedback condition,
participants were presented with an empty box on the monitor
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if their grasp was too wide and a filled box when their grasp
was too narrow. For vibration feedback, we vibrated the hand
guides (magnitude: 0.5 N, frequency: 80 Hz) when the grasp
was too narrow. Force feedback conditions were implemented
using a ramp function over a 5 mm window, centered at
the target, from 0 N to 5 or 30 N, for low or high force
respectively. Once a grasp was more narrow than the window,
force was constant at the high or low value, depending on the
condition. Participants were allowed to practice each feedback
condition at each aperture size prior to data collection until
they were comfortable. Finally, in the no feedback condition,
participants were shown the target aperture briefly and then
told to match the target without any additional cues. We did
not, however, control for other incidental feedback such as
auditory cues from the experimental device or myoelectric
motors, or forces generated between the prosthetic socket
and residual limb. Ordering of the feedback conditions was
pseudo-randomized, such that the no feedback condition was
never performed first.

For each feedback condition, participants were presented
with each of the three target widths 10 times, for a total
of 30 trials per condition. They had a minimum of 4 s of rest
between each trial, with 10 s of rest every 10 trials. Longer
breaks were given between different feedback conditions.
Participants with a prosthesis completed each condition first
with their intact hand, followed by their prosthetic hand. Those
without limb loss completed each condition first with their
dominant hand, followed by their non-dominant hand.

2) Stiffness Identification: In this task, participants were
asked to identify the stiffness of simulated springs as low,
medium, or high using only force feedback or only visual
feedback.

During force feedback trials the device simulated virtual
springs without damping so that force output was only depen-
dent on position and a selected spring constant. The force F
commanded to the linear motors was

F = −ks ∗ (d0 − d), (1)

where d0 was the fully-open hand guide position, d was the
current hand guide position, and ks was the spring stiffness.
The values of ks were chosen to be distinguishable (accuracy
greater than 33.3%, or random chance) but not trivially so
(accuracy < 100%), according to pilot test results. This
resulted in virtual springs of low, medium, and high stiffness
of 200 N/m, 550 N/m, and 1500 N/m, respectively.

For the visual condition, participants observed a virtual
object on the computer monitor that would deform horizontally
as the participant closed the hand guides. Objects of differing
stiffnesses were represented by differing rates of deformation.
The medium spring deformed in 1:1 scaling with the distance
between the hand guides (1 cm of hand guide compression
corresponded to 1 cm of virtual object compression). The soft
spring deformed more quickly (1:2.5), while the hard spring
deformed more slowly (1:0.4). The visual scaling values were
chosen through pilot testing. A constant 2 N force was applied
outward to assist with opening the hand guides to facilitate
multiple probes of the virtual object, regardless of the visually
presented stiffness.

For each feedback condition, the virtual objects were pre-
sented randomly over 30 trials, with each stiffness presented
10 times. The participants started each trial with hand guides
in their furthest separated positions, and had up to 20 seconds
to probe each virtual object before making their identification.

To familiarize participants with the protocol, we first con-
ducted a short training session using physical objects. Par-
ticipants were presented with sets of foam blocks of ‘Low’,
‘Medium’, and ‘High’ stiffnesses. Each set also contained
blocks of three different sizes. To familiarize participants with
identifying stiffness using only visual information, the experi-
menter compressed each of the blocks with approximately the
same amount of force and had participants attempt to identify
the object stiffness without physical interaction. Participants
were then allowed to manipulate the blocks themselves.
To simulate identifying stiffness with only force feedback,
participants were asked to close their eyes as the researchers
placed a random block in their intact hand and asked them to
report the block’s perceived stiffness (Low, Medium, or High).

C. Data Analysis

Grasp aperture was measured from linear optical encoders
at 1 kHz using a data acquisition card. Aperture error was
calculated as the average difference between the target aperture
and the hand position during the last 1 s of each trial. Thus,
positive errors represent grasps which were too narrow. Error
variability for each condition was quantified as the standard
deviation of the aperture error across trials. We also took the
average absolute difference between the target aperture and
the hand position during the last 1 s of each trial, referred to
here as absolute aperture error. For the stiffness identification
task, researchers recorded participant responses via keyboard
press. Accuracy was the percentage of the total responses that
were correct for each condition. We also created confusion
matrices of the presented stiffnesses versus the participants’
stiffness identifications.

We excluded trials in which the participant’s prosthesis
slipped out of the hand guides, the participant needed to
remove their hand due to discomfort, or the participant had
difficulty opening or closing their prosthesis. This process
excluded 2% (n = 96) of grasp aperture matching task trials,
90% of which were during trials completed with a prosthesis.
We also excluded 1% (n = 13) of stiffness identification
task trials, 85% of which were during trials completed with
a prosthesis. Additionally, due to errors in data collection
during the grasp aperture matching task, P6 is missing data
for the High Force condition and P8 is missing data for their
completion of the High Force and no feedback conditions
using their myoelectric prosthesis.

D. Statistical Analysis

The primary dependent measures for the grasp aperture
matching task were error, absolute error, and error variability.
For the stiffness identification task, the primary dependent
measure was identification accuracy. We first tested for dif-
ferences in all outcomes between anatomical limbs using
linear mixed-effect models in which limb (dominant and
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non-dominant for control participants, intact and prosthetic
for prosthesis users) was a fixed factor and participant was
a random factor. As there were no significant differences
between limbs, we combined dominant, non-dominant and
intact limbs into an ‘anatomical limb’ group.

We tested for differences between limbs and feedback
types using a series of linear mixed models in which limb
(anatomical, body-powered, myoelectric) and feedback type
were predictor variables and participants was a random factor.
The grasp aperture matching tasks had 5 levels for feedback
(No Feedback, Visual, Vibration, Low Force, and High Force)
while the stiffness identification task had two (Visual and
Force). Significant main effects and interactions were explored
using estimated marginal means with a Sidak correction for
multiple comparisons. All statistical analyses were performed
using SPSS 27 (IBM Corp., Armonk, N.Y., USA), with
α = 0.05. We calculated effect sizes (Hedges’ g) for pairwise
comparisons between participants using body-powered and
those using myoelectric prostheses within each feedback con-
dition. Effect sizes were considered small (g ≥ 0.2), medium
(g ≥ 0.5), or large (g ≥ 0.8) [27].

III. RESULTS

A. Grasp Aperture Matching

Grasp aperture error was not affected by limb (p = 0.607)
or feedback type (p = 0.067) (Fig. 2A), nor were there
any significant interactions (p = 0.137). Differences in grasp
aperture error between participants using body-powered versus
myoelectric prostheses had small to large effect sizes across
conditions (Visual: g = 0.90, Vibration: g = 0.84, Low Force:
g = 0.24, High Force: g = 0.75, No Feedback: g = 0.47).

There were significant main effects of limb (p < 0.001)
and feedback type (p < 0.001) on absolute aperture error
(Fig. 2B). Participants had larger absolute errors when using
either a body-powered (p < 0.001) or myoelectric (p < 0.001)
prosthesis compared to an anatomical limb. Participants using
body-powered prostheses had lower errors than those using
myoelectric prostheses (p < 0.001). There were small to
large effect sizes for the differences between prostheses across
feedback conditions (Visual: g = 1.13, Vibration: g = 0.73,
Low Force: g = 1.23, High Force: g = 0.63, No Feedback:
g = 0.07). Participants had greater absolute error when grasp-
ing with no feedback compared to grasping during any feed-
back condition (p < 0.001), regardless of which limb was used.

Error variability was affected by both limb (p < 0.001)
and feedback type (p < 0.001) (Fig. 2C). Participants had
greater error variability when using either a body-powered
(p < 0.001) or myoelectric (p < 0.001) prosthesis compared
to an anatomical limb. Participants using a body-powered
prosthesis were less variable than those using a myoelectric
prosthesis (p < 0.001). These differences varied across feed-
back conditions with small to medium effect sizes (Visual:
g = 0.74, Vibration: g = 0.66, Low Force: g = 0.21,
High Force: g = 0.79, No Feedback: g = 0.24). Partici-
pants had greater error variability while grasping with no
feedback compared to grasping during any feedback condition
(p < 0.005).

Fig. 2. A) Error, B) absolute error, and C) error variability between
the hand/prosthesis aperture and target aperture for each feedback
condition. Bars represent the average across the group, while individual
averages are shown as points. Error bars are one standard deviation.
Data for voluntary-close body-powered devices and multi-articulated
myoelectric hands are indicated by stars. All other data are shown as
open circles. ‘*’ indicates a significant main effect of limb. Large and
medium effect sizes for the pairwise comparison between body-powered
and myoelectric prostheses are denoted by ‘†’ and ‘‡’, respectively.

B. Stiffness Identification

Participants using their anatomical limbs most frequently
confused similar stiffnesses (i.e. confusing low and medium)
(Fig. 3A). Prostheses users had more variable responses, con-
fusing both similar and dissimilar stiffnesses (i.e. confusing
low with high). There was a significant main effect of limb
type (p < 0.001) and a significant limb × feedback type
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interaction (p < 0.001) for stiffness identification accuracy
(Fig. 3B). Participants using their anatomical limb could iden-
tify stiffness more accurately across both feedback conditions
(73.1%) compared to those using either a body-powered
(58.3%; p = 0.006) or a myoelectric (51.6%; p < 0.001)
prosthesis. When presented with force feedback, participants
using body-powered prostheses could identify stiffness more
accurately (64.0%) than those using a myoelectric prosthesis
(39.3%; g = 1.32). In contrast, when presented with visual
feedback, participants using myoelectric prostheses identified
stiffness more accurately (65.3%) than those using body-
powered prostheses (53.3%; g = 0.79).

IV. DISCUSSION

This study quantified the incidental feedback available to
individuals using their own body-powered or myoelectric pros-
theses by having participants complete both a grasp aperture
matching task and a stiffness identification task under various
feedback conditions. When matching grasp apertures, limb
type had a greater effect on performance than feedback type.
Those using body-powered prostheses were more accurate than
those using myoelectric prostheses, regardless of feedback
type. Regardless of limb type, all supplemental feedback
improved performance compared to the no feedback condition.
When identifying stiffnesses using visual cues alone, all limb
types had similar accuracy. Predictably, when participants
identified stiffness using force cues alone there was a large
limb type effect. Those using anatomical limbs identified stiff-
ness most accurately and those using a myoelectric prosthesis
identified stiffness least accurately. These results suggest that
individuals using either prosthesis type are able to use any
feedback available to detect a contact event, but myoelectric
prostheses do not provide sufficient force feedback to assess
stiffness.

Regardless of whether visual, vibrotactile, or force feedback
was provided, participants using myoelectric prostheses were
less accurate and more variable at matching grasp apertures
than those using body-powered prostheses. However, most
participants were able to use any feedback modality to improve
their performance relative to the no feedback condition. The
parity across feedback conditions may be due to the way in
which the feedback was provided. Feedback was binary, indi-
cating that participants were either “too wide” or “too narrow”.
While this does not necessarily represent natural grasping in
an anatomical hand, discrete cues have been used in upper
limb prosthetics research [9], [26] and enable us to make
more direct comparisons between feedback types. In fact,
one study demonstrated that discrete vibrotactile feedback
was utilized by participants even when continuous auditory
feedback was available [18]. However, it is unclear in such
studies if differences in performance are due to differences
in the presentation of feedback or due to differences in the
feedback modality. For example, in many studies that provide
natural visual feedback, the visual feedback condition typically
gives participants real-time information on hand position,
hand velocity, and target position [16], [20]. Other feedback
modalities, typically vibrotactile [16] or force feedback [20],
are typically scaled to end effector pose or to the error between

the current end effector pose and a target pose. Therefore
differences in performance may be combinations of differences
in feedback modality as well as differences in the amount of
information or noise present in a modality by nature of how
it is presented.

Participants using myoelectric devices were not less accu-
rate at matching grasp apertures when using force feedback
compared to other feedback modalities as hypothesized. Anec-
dotally, myoelectric devices do not provide force feedback of
grip force [6], [28] so when we provided force feedback to
individuals using their myoelectric device to match grasp aper-
tures we expected little to no increase in accuracy compared
to when they received no feedback. Surprisingly, myoelectric
prosthesis users made use of any type of feedback, including
force feedback, to improve grasp aperture matching perfor-
mance relative to no feedback. When asked after completing
the experiment, participants reported feeling interaction forces
between their residual limb and prosthetic socket, particularly
for medium and large apertures. Socket interaction forces
have been discussed previously as one of many incidental
cues available to body-powered and myoelectric prosthesis
users [3]. However, the utility of these socket interaction
forces in functional tasks has not been widely quantified in
the literature.

Participant ability to identify object stiffness was impacted
by limb type in the force feedback condition, but did not
significantly vary between limb types in the visual feed-
back condition. Participants, regardless of limb type, were
moderately accurate (∼60% accurate) when identifying an
object’s stiffness using visual feedback alone. Under the
visual feedback condition, large misclassifications (mistaking
low and high stiffnesses) were also uncommon. A previous
study of healthy individuals using prosthetic emulators found
that participants could only identify three objects stiffness at
43% accuracy with visual feedback alone [4]. However, these
individuals were manipulating physical sponges which would
deform less consistently and with greater nonlinearity than our
virtually-rendered, ideal springs.

Notably, identifying stiffness using visual feedback alone
was the only condition in which participants using myoelectric
prostheses were nominally more accurate than any other
group. Previous evidence shows that prosthesis use, in general,
demands a greater reliance on visual feedback compared to
anatomical limb use [3], [6]. However, no particular advantage
in the use of visual feedback has been empirically shown for
either body-powered or myoelectric prostheses when grasping
objects. While our results may indicate that those using
myoelectric prostheses are marginally more sensitive to visual
feedback for identifying object stiffness, our experimental
setup obscures the view of the end effector. This is relevant as
body-powered end effectors typically obscure grasped objects
less than myoelectric end effectors [6]. It should also be noted
that during the visual condition, we still applied a retraction
force to facilitate multiple probes of the virtual object within
a trial. While we explicitly instructed participants to only use
visual feedback to identify stiffness in the visual condition,
it is possible that the retraction force was interpreted as a cue
by some participants.
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Fig. 3. A) Confusion matrices for the stiffness identification task for each type of limb. The y-axis is the presented stiffness (L: Low, M: Medium,
H: High) and the x-axis is the participant-identified stiffness. Perfect accuracy would be indicated by a 100% along the diagonal. B) The average
identification accuracy for the stiffness identification task. Bars represent the average across the group, while individual averages are shown as
points. Error bars are one standard deviation. Data for voluntary-close body-powered devices and multi-articulated myoelectric hands are indicated
by indicated by stars. All other data are shown as open circles. The dotted line marks 33%, or random chance. There was a significant limb effect
across conditions, indicated by a ‘*’ on the y-axis label, and a significant limb × feedback type interaction (p < 0.001). ‘†’ and ‘‡’ indicate large and
medium effect sizes for the pairwise comparison between body-powered and myoelectric prostheses, respectively.

In contrast to the visual-only feedback condition, when
participants used only force feedback to identify stiffness
there were differences in performance between limb types.
As expected, individuals using body-powered prostheses were
more accurate than those using myoelectric prostheses, and
both were less accurate than those using their anatomical
limbs. This agrees both with anecdotal evidence [6], [28] as
well as with previous work in which healthy individuals were
provided with force feedback through prosthetic emulators [4].
Notably, those using myoelectric prostheses performed close
to chance when determining stiffness using force feedback.
This indicates that identifications were made almost randomly,
which is supported by the nearly even distribution of percent-
ages in the myoelectric force confusion matrix. Participants
also did not report being able to take cues from socket
forces, as they were able to do in the grasp aperture matching
task. More than any other result, the inability of those using
myoelectric prostheses to detect object stiffness indicates a gap
in the functionality of current myoelectric devices that needs
to be addressed.

We found the utility of feedback modalities in this study to
vary across both prosthesis type and the task in which the
feedback was presented. Primarily, participants using myo-
electric prostheses were able to use force feedback to improve
their grasp aperture error, but not to identify object stiffnesses.
This supports previous findings that discrete cues can facili-
tate more accurate and reliable grasping in prosthesis users
[9], [22], [26]. However, stiffness is a relationship between
displacement and force, and this continuous relationship can-
not be represented through discrete cues alone. When an
individual uses a common myoelectric prosthesis, they may
have unreliable control over their hand position due to noise in

their muscle signals or a discrete set of possible hand positions.
In contrast, body-powered prostheses and anatomical hands
have no inherent noise that would impact their control, and are
both analog in nature. The less reliable feed-forward control
of myoelectric devices necessitates more use of feedback to
close the control loop [14]. Thus, even if individuals using a
myoelectric prosthesis could feel socket forces, they may also
require some sense of hand position or velocity to accurately
discern stiffness.

This study has several limitations. First, the small sample
size limits the degree to which we can generalize our findings.
Given the large number of conditions, we did not have
the degrees of freedom for post-hoc pairwise comparisons.
Instead, we calculated effect sizes for these comparisons.
These can be used to power future studies comparing these
feedback types directly. The small sample we recruited was
also quite heterogeneous in the types of prostheses they
used, their cause of limb deficiency, age, and their prosthetic
experience. Each of these factors may affect neuroplasticity
[29]–[31], and, correspondingly, their sensitivity to feedback.
Additionally, the participants in this study may not represent
the amputee population in terms of prosthetic experience.
At the clinic we recruited from, the standard of practice is to
first prescribe a body-powered prosthesis and then, if deemed
medically necessary and covered by insurance, a myoelectric
device. For this reason, all participants who used a myoelectric
prosthesis in the study have some experience with a body-
powered prosthesis, but not vice versa. Therefore we cannot
make generalizations to “myoelectric users” or “body-powered
users”. Finally, our study was limited in its ability to decouple
how feed-forward control and sensory feedback each con-
tributed to task performance, particularly in the grasp aperture
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matching task. The resolution of possible hand positions for
a myoelectric device may be significantly less than that of
a body-powered prosthesis which has a continuous range of
positions. Future work might eliminate, or at least control for,
differences in feed-forward control in order to better isolate
the impact of feedback on prosthetic function.

V. CONCLUSION

This work directly compares the utility of different feedback
modalities for body-powered and myoelectric prosthesis users
across two functional tasks. This work also supports previous
anecdotal evidence [6] that individuals using a body-powered
prosthesis receive more incidental haptic feedback and a
greater degree of proprioception than individuals using a myo-
electric prosthesis. When presented with the exact same force
feedback, whether that was discrete or continuous, individuals
using a body-powered prosthesis were more accurate and less
variable than those using a myoelectric prosthesis. Of note,
however, myoelectric prosthesis users were able to use inci-
dental force feedback to improve their performance compared
to when they had no feedback available when matching grasp
apertures. We hope our findings can lead to novel prosthetic
designs that augment a user’s existing incidental feedback with
supplemental force feedback or more explicit proprioceptive
cues. In doing so, we may be able to reduce user dependence
on visual feedback and ultimately improve prosthetic function.
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